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An Automated Detection Model of Vehicle 

Identification Number Using YOLOv5 
 

 
Abstract— The identification plate of vehicles is not an 

effective way of identifying vehicles because it can be stolen, 

removed, or altered. Therefore, the present research 

suggests utilizing the advantages of using the vehicle 

identification number (VIN) instead of vehicle plates in 

determining vehicle identities. 

This paper proposes an automated detection model of 

vehicle identification number using YOLOv5. 

The detection model was tested using Roboflow dataset, 

which consists of 2797 images of quality 256. The 

experimental results reach 80.3% in mAP 0.5:0.95 and 

99.4% in mAP 0.5. 

Index Terms— vehicle identification, automated detection, 

VIN, YOLOv5, 

I. INTRODUCTION 

or official identification purposes, vehicles are 

required to have a vehicle registration plate or license 

plate, which is a metal or plastic plate attached to the 

front and back of the vehicle in order to identify vehicles. 

All countries require registration plates for road vehicles 

such as cars, trucks, and motorcycles. For example, a 

license plate is shown in Fig 1. The license plate can be 

deliberately forged and removed in cases of fraud or 

replaced with stolen plates; moreover, due to the current 

circumstances in Libya, some vehicles can also be driven 

on the roads without plates, resulting in difficulty in 

identifying vehicles. 

 

 
Figure 1 License plates 

Also, all vehicles have a vehicle identification number 

(VIN), which is a distinctive and unique number assigned to 

each vehicle when it is manufactured and it can be used to 
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identify motor vehicles. For example, a vehicle 

identification number is shown in Fig. 2. 

The vehicle identification number (VIN) consists of 17 

alphanumeric characters. It does not include the letters I, 

O, Q, or Z to avoid confusion between numbers and 

letters [1]. The advantage of using the VIN to identify a 

vehicle is that it is difficult to altered or removed in 

comparison with a vehicle license plate, which can be 

easily removed and replace with a stolen plate [2]. Due to 

the advantages of the vehicle identification number 

(VIN), the present research suggests using an automated 

system based on the VIN to identify vehicles. 

 

 
Figure 2 vehicle identification number ( VIN) 

In general, an automatic recognition VIN system 

consists of several steps, namely preprocessing, image 

detection, and recognition. Pre-processing involves 

filtering or histogram equalization, which is used to 

improve contrast in images. Using image detection 

techniques, the area of interest (ROI), which is a portion 

of an image, can be determined and extracted during the 

image detection step. In the recognition step, the VIN is 

recognized. This research uses digital image processing 

techniques in an effort to discover a new approach for 

VIN recognition. Developing a detection system that uses 

object detection techniques to find and detect the VIN is 

the primary goal.  

Many different sectors have made substantial use of 

detecting object approaches, including robotics [3], self-

driving cars [4], monitoring [5], and healthcare [6]. There 

are two primary categories into which the most advanced 

detection methods can be divided: detectors with two 

stages and one stage When compared to one-stage 

detectors, two-stage detectors often yield improved 

accuracy but at a larger computational cost.[7]. Two-
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stage object detectors first generate region proposals 

referred to as regions of interest (RoI), then classify and 

refine those proposals.  This two-step approach leads to 

high accuracy but is computationally more expensive.  

The two-stage detector's initial algorithmic work is 

Region CNN (RCNN)[8], followed by Fast Region-Based 

CNN (Fast-RCNN) [9], and then it was enhanced by 

Faster Region-Based CNN (Faster-RCNN)[10]. In the 

detection of objects field, Faster-RCNN remains a highly 

competitive algorithm because of its exceptional 

performance. Following that, algorithms such as Feature 

Pyramid Network (FPN)[11] and Mask RCNN[12] have 

suggested modifications to fix issues with Faster RCNN,  

which improves its performance and significantly 

enriches its components. The one-stage detector generates 

the object's category probability and position coordinate 

values directly, without requiring a separate area proposal 

stage like the two-stage detector. This means that the 

final detection result can be obtained immediately after 

just a single detection. As a result, the one-stage detector 

has a faster overall detection speed compared to the two-

stage approach. [13]. One of these types of algorithms is 

You Only Look Once (YOLO)[14], following that Single 

Shot MultiBox Detector (SSD)[15] then it was enhanced 

by Retinanet [16]. Following that enhanced to 

YOLOv2[17] YOLOv3[18], YOLOv4 [19], and 

YOLOv5 are based on YOLO. While the two-stage 

object detection technique yields higher prediction 

accuracy, more recently, literature has emerged that 

offers findings about how well YOLOv5 does in object 

detection compared with SSD Like drone 

detection[20],[21], Mask Detection[22], Person 

Identification Using Ear-Biometrics[23],  Object 

Detection for Street-level[24],  Weed Detection in 

Mulched Onions[25]. Due to the advantages associated 

with the yolov5 model for detection of objects such as 

license plates of cars [26], [27], and Unmanned Aerial 

Vehicles (UAVs)[28]. the proposed approach in this 

paper adapted this technique for the detection of VIN. 

II. YOLO NETWORK STRUCTURE 

YOLOv5 is a model from the YOLO family of 

computer vision models that is widely used for object 

detection due to its high stability and reliability. It is 

known for its ease of implementation and training, as 

well as its exceptional precision in object detection, 

placing it among the top-performing single-stage 

algorithms in terms of real-time accuracy. For this reason, 

the YOLOv5 detector has been adopted in the present 

approach to detect the relevant features. 

 

The network structure of YOLOv5 generally follows 

the previous YOLO models. The backbone feature 

extraction network uses a CSPDarknet architecture [29], 

and the input is modified by incorporating a focus 

structure, slicing the input image, reducing its size, and 

increasing the depth. These modifications are aimed at 

speeding up the feature extraction process. Additionally, 

the CSP2 structure is implemented in the neck part of the 

network to enhance the fusion capability of the network 

features. The optimization function uses a combination of 

Adam [30] and SGD [31], and the network structures 

contain convolution kernels and residual components. 

This allows the network depth to be changed by 

controlling the number of residual components in the 

convolutional layers, while the network width can be 

adjusted by controlling the number of convolution 

kernels. As a result, YOLOv5 has developed four model 

variations, ranging from small (YOLOv5s) to large 

(YOLOv5x), to accommodate different size requirements. 

The overall network structure of YOLOv5 consists of 

an input layer, a backbone for feature extraction, and a 

head for feature aggregation. Fig 3 shows the YOLOv5 

structure diagram. 

 
Figure 3 YOLOv5 structure diagram 

A. Input Layer and Backbone 

The input layer uses a focus structure to process the 

input images for optimization and analysis. This structure 

resizes the input images and enhances their feature depth, 

resulting in accelerated feature extraction. The backbone 

is responsible for extracting features from the input 

image. The core network of YOLOv5 is based on 

CSPDarknet, which makes use of CSP blocks to reduce 

computing costs while improving feature representation. 

B. Neck 

combines Spatial Pyramid Pooling Fusion (SPPF) and 

a modified Cross Stage Partial Path Aggregation Network 

(CSP-PAN). This fusion enhances feature integration, 

enabling accurate object detection across various scales 

and complexities in the image. 

C. Output 

Non-Maximum Suppression (NMS) is used as a 

screening criterion for box regression prediction. The 

algorithm takes into account the overlap area, aspect 

ratio, and center point distance between the predicted and 

real boxes. By applying NMS, redundant boxes belonging 

to the same detected object are filtered out, resulting in 

accurate and concise object detection outcomes. 

III. PROPOSED APPROACH 

Fig4 shows the framework of the proposed approach 

for the detection of VIN which consists of several stages, 

including data collection, pre-processing, and data 

augmentation. The overall process, as illustrated in Fig. 4, 

aims to train YOLOv5 using a specific configuration. 
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Figure 4 the overall framework of the proposed VIN detection 

method 

1. Dataset 

A dataset consisting of 3395 VIN images was obtained 

and labeled from Roboflow[32]. Roboflow offers tools to 

prepare and annotate image/video datasets for training 

computer vision models, including data augmentation, 

labeling, and dataset management. The platform's dataset 

capabilities are central to simplifying the computer vision 

development lifecycle. the data set of VIN is divided into 

2797 training images, 494 validation images, 104 test and 

quality images 256*265. Dataset comprised samples 

captured from diverse perspectives within the vehicle 

shown in Fig5. The pictorial conditions exhibited 

significant variability, including instances affected by 

noise, rain, divergent lighting, and differing levels of 

reflection. 

 

     
Figure 5 different VINs 

2. Pre-processing 

Prior to the training process, the data underwent 

preprocessing procedures, which included improving the 

visual appearance of images by equalizing the 

distribution of pixel values using Histogram equalization 

a technique used in image processing to enhance contrast. 

3. YOLOv5 Network 

In this paper, to detect the VIN the network structure, 

which is explained in the previous section is used. It is 

real-time model inference [33],[34], making it well-suited 

for applications that require fast and accurate object 

detection. 

III. EXPERIMENT AND RESULT 

I. EXPERIMENT ENVIRONMENT 

The Colab-hosted Jupyter Notebook is used in this work; 

the experimental setup includes Python      3.10.12, and 

Torch 2.1.0+cu121. All model is trained, validated, and 

tested using the same hyper parameters on the T4 GPU. 

Table 1 shows the experiment's exact parameters. 

 

Table 1Training parameters 

 

 
 

 

 

II. EVALUATION CRITERIA 

The typical metrics used to evaluate the effectiveness 

of object detection algorithms include precision, recall, 

average precision (AP), mean average precision (mAP), 

model parameter count, floating-point operations 

(FLOPs), and frames per second (FPS) of processed 

images [35]. In this study, the evaluation focused on two 

specific metrics: mAP0.5 and mAP0.5:0.95. 

 

Average Precision (AP), also known as mean Average 

Precision (mAP), is a widely adopted metric for object 

detection assessment. It calculates the average detection 

precision across varying recall levels, allowing for 

performance comparisons between different object 

detection models [35]. 

 

Intersection over Union (IoU) is a measure used in 

object detection to quantify the degree of overlap 

between predicted and ground truth bounding boxes. It 

represents the ratio of the intersection area to the union 

area of the two boxes Fig 6. The AP metric incorporates 

IoU to assess the quality of the predicted bounding boxes 

[36]. 

 

The mAP0.5 metric represents the mean average 

precision at an IoU threshold of 0.5, while mAP0.5:0.95 

represents the mean average precision across a range of 

IoU thresholds from 0.5 to 0.95. These metrics provide a 

comprehensive assessment of the model's ability to 

accurately detect and localize objects within the images. 

 
Figure 6 Intersection over Union (IoU). a) The IoU is 

calculated by dividing the intersection of the two boxes by the 

union of the boxes; b) examples of three different IoU values for 

different box locations 

III. MODEL SELECTION EXPERIMENTS 

In this study, comparison tests were performed using 

input image size settings 256 on the VIN dataset.  The 

mAP@0.5 value for the YOLOv5 model is shown in Fig 

7 Image results showed the performance of the YOLOv5 

model in object detection at an IoU threshold of 0.5. The 

value of mAP@0.5 increased as the model was trained, 

reaching a stable level around epoch 30. The mAP is 

shown as 0.5:0.95. 

Training 

Parameters 
Value(category) 

Epoch 200 

Batch Size 32 

Image Sizes 256*256 
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Figure 7 result training yolov5 

For the model trained as the detection rate reached 

80.3%.The mAP50 is exceptionally high at 99.4%, 

indicating outstanding performance at the 0.5 IoU 

threshold. This finding suggests that the model accurately 

positions the objects, demonstrating a substantial 

agreement between the predicted bounding boxes and the 

ground truth bounding boxes. It indicates that the model’s 

predictions closely match the actual location and size of 

the objects in the images, showcasing impressive 

performance and implying suitability for tasks requiring 

accurate object detection. However, the mAP50-95 of 

80.3% is much lower compared to the mAP50, indicating 

that objects that are partially obscured, far away, or have 

slight differences in appearance may pose challenges for 

the model. To evaluate whether the best model will detect 

VIN and interpret them as VIN, predictions were made 

for the additional test dataset using the trained YOLOv5 

models of 104 images of sizes 256 for VIN card, 102 

images (98%) were detected. And 2 images (2%) are 

missing detection (false negatives), which indicates how 

many VINs will be missed in images recorded by the 

system. Fig 8. Shows the normalized confusion matrix of 

predictions of unfamiliar VIN, which is present in the test 

dataset based on the YOLOv5 model. 

 
Figure 8 Normalised confusion matrix of predictions of 

unfamiliar VIN in the test dataset, based on the best YOLOv5 

model. The y-axis (True) is the broad taxonomic class of 

unfamiliar VIN 

Evaluation of the model's performance for different 

image sizes 256, 384, 512, and 640. Table A shows that 

the model performs better at the smaller image size of 

256 in terms of mAP. But not as fast as larger images. 

 

 

 

Table 2 performance for different images 

To evaluate the model's suitability for real-world 

inference, a set of images that were not included in the 

training dataset were selected for testing. As an example, 

the images shown in Fig 9 illustrate the type of data used 

for this evaluation. The diverse set of vin image examples 

was used to assess the model's real-world inference 

capabilities beyond the training data. 

Measuring the accuracy of VIN detection across this 

challenging test set provided valuable insights into the 

model's detection and identification performance. 

The comprehensive evaluation of this out-of-sample data 

validated the model's ability to generalize and perform 

reliably in practical, real-world scenarios. 

 

(a)                    (b)                  (c)                        (d) 

 

 
 

                                                (e)                           (f)  
Figure 9 The pictorial conditions (a) rain ,(b)reflection, (c)(d) 

divergent lighting,(e)(f) noise .                          

IV. CONCLUSION 

This research paper proposes a system for detecting VIN 

codes using the YOLOv5 model. The study focused on 

training the model using VIN from roboflow data to 

improve its performance and robustness. The model 

proved to be effective in successfully detecting VIN. 

The experiment's results confirmed the usefulness of the 

proposed approach, demonstrating the model's capacity to 

precisely locate items. This demonstrates the system's 

potential for real-time applications requiring accurate and 

efficient object recognition. 

The utilization of the YOLOv5 model provided a solid 

foundation for the development of the VIN detection 

system. Its efficiency and real-time inference capabilities 

make it well-suited for deployment in various 

applications. 
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